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Myulti=computer systems, including those comprised of Personal Computers,
are becoming more prevalent in the marketplace. Increased reguirements
for reliarility are just one of the reasons for this trend, Wwe fcan no
longer concentrate solely on engineering, manufacturing, selling, and
servicing single computer systems,

iIn the future, there will be less ditferentiation between the hardware
and software of various computer vendors. Today’s innovation will be .a
commodity tomorrow., Producing cuality hardware and software will always
pe important, but we ¢an no lonoer survive in the emerginag markets
simply by producing the best hardware and software,

The CI Cluster Program provides Digital with opportunity to gain
valuable experience in the muylti-computer space.

We must set up a structure which allows us to pecome a leader in the
systems integration business. The vendor who is capable of properly
characterizing, installing, and servicing their multiecomputer systens
will likely be the vendor of cheice,

The CI Cluster Architecture provicdes significant technical Iinnovation
¢or Digital., Wwe should not lose sales pased on the functionality of the
€I Cluster., VNeither should we expect to win sales hased solely on. the
functicnality of the (I Cluster, Systems analysis and service
capabilities tuned to the CI Cluster hardware and software will be of
great importance,

The Challenge over the next yvear will be to ensure that we Sset up a
structure to allow us £fully leverage the Cluster Architecture. <(CI
Clusters will he the £irst complete multi-cemputer systems Digital
delivers to the market, This will allow us to gain valuable experience
in the installation and servicing of multi=computer systems, This
expertise will be necessary te survive in the newly emerging computing
markets. .



Clusters Analysis and Recommendations
The “arket

*High Availaoility’ is NOT the market for multiecomputer systems,
*NonStor’ will no lonaer be a point of differentiation as most vendors
add fault tclerance to their products (the commodity effectl!).

Enhanced availability is becoring increasingly important in the aeneral
purpose computer Mmarkets where we dc most of our current business, In
addition there is also a large derand for the ability to easily increase
the capacity of a 'svster, This is where the multi-computer cluster
architecture is most apolicable,

The newly emerging markets demandina ‘systems’ defined oy personal
computers and local area networks require a coherent multi-computer
architecture, This market is cemmonly referred to as the “0ffice”’, c1
Clusters closely match the needs of the traditional general purpose
market. The technologies, such as shared data Pbases, developed for the
C1 Cluster program should be transportable to the emeraing ‘system”’
architecture needed for the office,

The Competition

Tander Corputers will rely less on their *NonStop’ architecture to sell
systems in the future, They see the newly emerginc marxet and will try
to position themselves to be qualified in this  space, They will use
Distributed Data Base cavpatilities, ¥ail and Transaction Processing
software, and Satellite Communications as their new levers into the
account. ’

IBMX will introduce products tc compete in every market, ~They have
stated their intentions to introduce fault tolerant extensions to one oOf
their mainstream architectures, In most cases, IRM’s hardware and
software will not be the best available, The major threat from IBM {s
their potential (emphasize POTENTIAL) to be the best systems integrator
(orimarily of their own gear) in the industry. They have not always
demonstrated aptitude for this, but they may view it as a strategic
element in the near future,

stratus, August Systems, and Intel are introducing multi-computer
products into a variety of marketplaces, They are mentioned here to
allow us to assess the impact of sonme of the new technoloaies, None oOf
‘these -vendors 1is an immediate threat to us, but their methods deserve
Watching .

pigital’s pPosition

The CI Cluster architecture will make Us competitive with any vendor now
competing for general purpose asplications with needs for enhanced
availapility or system caracity.
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Clusters Analysis and RecommendationS*

WE SHOULD NCT LOSE SALES RASED Gt TKE ‘WUNCTIONALLITY GF THE CI  CLUSTER.
It i{s conceivacle that we could lose on price for the lower end systems.
we might also te vulnerable to price/performance attacks in the nigher
end configurations Dbetween now. and the introduction of our next
generation cf VAX processors,

In order to properly leverage our efforts in the multie=computer space I
recomrend tne following:

1. Acressively introduce the CI Cluster Program to the market with @8
program announcement (FALL 82) and proguct announcements (SPRING
83). The motivation behind the program announcement is to gain
visipility in the market at the earliest possible time, We must not
allow any further competition to gain tootholds in application areas
of importance to usS,

2, Explore the possibility of providing a subset of CI Cluster
functions on the NI,

3, Extend the ’systems oriented’ prodgrams recently intitiated in 32 bit
engineering. we need to be able to fully characterize, install,
maintain, and refine our multi=-computer offerings., we must develaop
the tools and expertise to configure, test, monitor, and tune these
mylti-computer systems, ‘

4, Provide services (poth remedial and consulting) which complement the
nardware and software being produced in the. CI Cluster progaram.
These services must be built upon the Kknowledge gathered in the
systems programs initiated in engineering. Our service organizatign
nas a mass which can be used as a significant advantage over smaller
vendors. ;

5, Start building a second generation of high speed computer
interconnects, Sericus thought should be given to merging the NI
and CI programs. This effort would produce better price/performance
and also aveid product confusion similar to that which exists today
‘with the UNIBUS/GBUS. '

6. Initiate programs to move the technology develoved ¢for the CI
Clusters program (ie.,, shared dJdata bases, etec,) to our other
multi-computer programs (ie,, Personal Computers, LANS, etcC.). Tne
nardware/software/service technology established by the CI Clusters
proaram will make our other multi=computer architectures more
viable,

7. Fully quantify tne impact of the Ulysses communications switch, 1f
it is perceived to be deficient in any way, we must be prepared to
£111 the holes with other available solutions.

8, The VAX Information Architecture provides Digital with powerful
tools for both the general purpose market and newly emerging office
markets. Wwe must insure that VIA takes full advantage of new Dbase
VMS fuynctionality procduced as a result of the CI Cluster Program,

The attached DRAFT document goes into more detajl for each of the points
discussed above, Please get hack to me with your comments,
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what is a Cluster?

The purpose of this paper is to «clarify the concept of Clusters,
accurately convey what we are building and the implied benefits, and to
nighlight the strategic importance of the technologies and methodologies
associated with the Clustered System Prograrw,

A CLUSTER is a group aof coorerating COMPUTERS connected through 3 HIGH
SPEED bus or link. CLUSTERS normally provide two important benefits as
coposed to single computer systems, The first benefit is survivabllity.

- The second is modular expandability. Some of the identifyine
characteristics of a8 CLUSTER are:

1., The COMPUTERS are usyally independent, Each COMPUTER has its own
memory and its own copy of the operating system, Failure of one of
the COMPUTERS in 2 CLUSTER should not affect the others. This
topology is generally reterred to as LOOSELY COUPLED
MULTIPROCESSING.

2., The CLUSTER is utilized in much the same fasnion as a single
COMFUTER as tar as the users are concerned, Rarely are tne
COMPUTERS in a CLUSTER expvected to be secured or orotected frem one
another, For this reason, COMPUTERS in @& CLUSTER are usually

located {n close proximity to one another. Operational
responsibility for the entire CLUSTER usvally talls witnin a single
erganization, )

{
3, For the short term, the other reason why a CLUSTER has a restrictéd
radius 1is the need for a HIGH SPEED bus or link, Perhaps, in the
future, communications technology will deliver HIGH SPEED, 1lonc
distance 1links. HIGH SPEED can propably be defined as no less than

1 megabyte/second, 5

4, Tne COMPUTERS in a CLUSTER usually share a conmmon file system or
data base,

S, Because of the shared file system, users of a CLUSTER usually do not
nave a preference for which COMPUTER they connect to, Therefore,
flexible communications switches or patches are usually used in
conjunction witnh CLUSTERS,

6., The CLUSTER can be viewed as a single, larger, more dependable, more
functional system than any c¢f the compcnent COMPUTERS, The shared
resources and communications switching make the CLUSTER appear this
WayY.

7., while we normally view clustering as being applied to 1laraer
computers (minicomputers are considered large these days), the same
concepts c¢an be applied to smaller computers, such as PETRSONAL
COMPUTERS., when PERSONAL CCMPUTERS are clustered, no communications
switches or patches are necessary, since the computer is also the
terminal, Instead, Local Area Networks provide connectivity to all
desired resources,
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The Market

when we view the market for clustered systems, there 'is always a
temptation to eguate it with the so-called “HIGH AVAILABILITY’ market,
Let us define the market and market size for clustered systems By
breaking it irtoe 3 segments, They are:

1. The High Availability Market

2. The General Purpose Computing Market

3, The Emerging Market

A sketch of each market and estimated market size follows,

1, The High Availability market

This is a small market segment whose main identifying characteristic

is the need to maintain operation nearly 100% of the time and to

recover from any failure within about a | second timeframe, Example
applications in the High Availability Market are: ‘

1, Nuclear Power Monitoring and Control

2. Air Traffic Control

3., Space Flignt

4, Some Military Defense Applicatlions

These applications are characterized by the following:

1. Need for totally redundant hardware, with little concern for
cost. This hardware is recuired to have failover times of less
than { second in most cases and “milliseconds’ in some cases,

2. Need to support special process interfaces,

3, High liability if the “failsate’ system falls.

Approximate market size: Less than 1% of all Data Processing
Revenuyes,

Digital has a policy about such applications. ¥e do not pid for
then,

2. The General Purpose Computing Market

Wwhen most applications were automated for the first time, there was

usually a manual backup system which could be invoked in the event

of a failure, The main motivation for automating the application

the ¢£irst time was cost savings, Therefore, "failures were a

nuisance, but did not necessarily jeopardize the business, Payrell
" {s an application with these characteristics.
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3.

Today, many apoblications make significant contriputicns ¢to tnhe
profitapility of a pusiness., In some cases the comouter
applicatiens are the reason the €irm can ceomrete, 1€ tne
applications go down, the pusiness is directly affected, A cash
management/funds transfer system at a pank is an apelication with
these cnaracteristies. ‘

As applications go through their second oceneraticn of automation,
there is rarely a manual fallback system,

Reliable computing is becoming & prereguisite for the sale of
computer Systems. This does not imply that more applications are
pecoming “HIGH AVAILABILITY® aprlications as defined in the previous
section, but rather that all applications need some level of clean
recovery. .

we miaght call this facility *PREDICTABLE RECOVERY’. For most
general purpose applications, a small amount of downtime {s not
critical, what is critical is the apility to ensure that there bDe
no loss of data, no corrupted data, and some facility to restore the
computing resource in a timeframe selected by the user,

Just as important as reliable operation {s the apbility to easily
expand the caopacity of the system, This is one of the messages
which we have always used for DDP, the Clustered System Architecture
magnifies this message,

The reguirements for reliable computing in the general purpose
computing market are as follows: '

1, Total Data Intearity, Protection against bharaware destruction
and software pollution of data.

2., Provisions for oroviding ¢ailover of hardware components, These
facilities can pe manual or aytomated, The customer must be
given the cnoice of automated failover however.,

3. Comprehensive services,

4, The ability te accomodate growth of the application without
jeopardizing tne user’s current investment.

Approximate Market Size: 80% of all Data Processing Revenues,

The Clustered System Approach provides psasic building btlocks feor
poth reliapility and expansion. This manifestation of DDP could be
considered a complete alternative to mainframe processing.,

The Emerging Market

Over the last two years the computer industry nas gone through an
upheaval, Office Automation has become the newest and biggest
puzzword in the industry. Personal computers have earned respect
and nave been “blessed’ by the two largest computer companies,
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Office Automation and tne increasing emphasis orn rersonal computers
nave highlignted the need for modularity in comcuter systenms, Local
Area Networx techrolocy has given us hope that we can put together
modular systems with personal computers in the Gffice environment
and in otnhner applicable environments,

The Emerging Market will attempt to utilize new technolegy to
increase the overall productivity of their nusiness entities,
especially the office environment. The reason that the market must
ba labelled ‘Emerging’ s that there is no set definition for it
yet, Every vendor entering this arena has their own definition
concerning which technologies are Kkey (usually emdhasizing the
technologies tney have available at the time).

A few common threads run through the various definitions of the
Emerging Market however, The technologies that seem to be required
are:

1., Personal Computers

2. Local Area Networks

3, General Purpose Computers

4, Flexiole Cormunications

S, Data Management (all data types, managed across networks)

Any vendor meeting all of the above requirements should fare well,
However, the reguirement for system integration is crucial in this
market segment, :

The successful vendor will supply the components 1listed above 2nd
also serve as a systems integrator. The biggest opportunities for
startup firms in the computer industry teday 1lie in the area Qf
system integration. These “Systems Houses® can pick and choose the
pest hardware and software avajilaple and add value by making it werk
together predictabdbly.

Thne definition of computer system is chanaing, Ne longer can we
measure only MIPS and 1/0 bandwidth to accurately project system
performance, The naw “system” Is not self contained, It  uses
personal computers, servers, various interconnects, and traditional
processors (and clusters of processors). ’

The successful vendor in this market will pe able to accurately
define their new “system’ and also provide:

1. Hardware and software as listed above.

2. Acgurate performance characterizations for their ‘system’
(inteqrated with the agear of others perhaps?), “System’
performance should ve predictable, *System’ performance should
pe easy to monitor and tune,
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3.

4.

S,

Services oriented towards tuning their hardware and software
*system’ (considering the gear of others perhaps?) towards the
application goals of the user,

Ongoing supoort and maintenance of the new “system’, Cperaticn
of the “system’ defined by personal computers and local area
networks must not oe perceived to be more complex than overating
a simole time sharinmg system, Response times must pe comparable
with that of timesnaring systems,

Consistent interconnects which allow new processina units and
servers to be integrated into the ’system’ while protecting tne
yser‘’s current investment,

Acproximate Market Size: ?

Digital is aqoing nard after this market,
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The Competition

For this disussion we will 1limit the review of competition to the

following:

1. Tanden

2, IBM

3. The New wave (otner comoanies with interesting potential, markets,

or tecnnology)

Further analysis will be made availanle at a later time,

i.

Tandenr Computers

Tandem Computers was founded in 1974 to provige multi=-computer
systems {CLUSTERS) oriented towards transaction processing
applications with critical uptime reguirements. Tandem Computers
will sell approximately $350 Million of such systems this year under
the trademark ‘NonStop’.

Despite the name ‘hkonStop’, Tandem is not marketine in the “HIGH
AVAILABILITY” market outlined earlier in this document, They have
instead concentrated on the general purpose transaction processing
market, Tandem has begun to do some repositioning into the newly
emerging office market,

They are positioning office aytomation as a natural extension of
Transaction Processing (which has been their forte), AY addaineg
compatible support of new data types through their newly announced
TRANSFER, TRANSFER/MAIL, and TRANSFER/FAX® software they are
broadening their scope ‘of applicability. Tandem announced
intentions to pursue high speed/low cost transmission of data via
satellite through a Jjoint venture with American  Satellite
Corporation witnh a product called *INFOSAT’,

Tandem has created some new issues for the competition to address,
They played thnis game with *NonStop’, positioning highly reliable
operation as a primary recuirement whether it was or net.
Ssimilarly, 1 expect them to make integration of all data types with
satellite transmission, using distributed data pase software, their
new wedge into the account. Tandem believes that these new products
will keep the comoetition on the defensive, while placing themselves
in the Office Automation game, :

*NonStop”’ was (and will remain) a key buzzword in Tandem cempetitive
situtations, *pistributed Data Rase”’, “Multiple Data Types’, and
*satellite Transmission’ will pecome the new buzzwords in Tandem
competitive situations.,

Tandem believes that their Distriruted Data RBase ié their biggest
point of differentiation today,
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Other key points derived from & presentaticn made by Tandenm’s
president: ‘

1. They view their competition as almost exclusively IEM (they
explicitely stated this), Tandem states that IB® has a *strike
force’ to compete with them, They also state tnhat 1B™ will
withdraw a pid rather than lose the decision,

2. They pelieve that IBM has traditionaly gained acccunt control bv
controlling the central DOP facilitvy with centralized ©DP,
centralized data bases, and hierarchical networks such as SNA,

3, Tandem wishes to garner account control through NonStop
Distriouted Data Processing, with Oistributed Data Bases (they
pelieve that their relational, distributed data base capabilicy
is the cornerstone of their entire system), and mrore glexible
networkinsg architecture,

4, Tandem perceives themselves as an “End User’ oriented company.
They are committed to supplying very high levels of support
(given that I8M is their competitive target, they wish to have a
similar 4image), Tandem believes that they should be considered
a ’mainframe vendor’ which provides tools more in step with
todays data processing needs,

5, They believe tnat tneir products have evolved as follows:

NonStop Carvakilities kincluding Nata Integrity)
extending to:

Networks (including X.25, LANS, Gateways, Satellite)
extending to:

Distributed Data Base capabilities (including Data Integrity)
extending to:

Transaction Processing (layered on Distributeg Data Base)
extending data types to:

Image (Facsimile, Xerox, Graphics, Video)

Voiée (Digitized)

Text

Binary

6, Tandem’s target market segments are:
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2.

3.

1. Large 8anks and Financial instituytions,
2. >Larqe Manufacturing Companies

3, Travel

4, Transportation

S. Airlines

6. Telecommunications

IBM

I&¥ realizes the importance of the general purpocse computing market,
They realize that the CLUSTER aporoach to computing provides some
very real benefits, particularly in the area of reliable operation.
Because of these realizations, IBM has intimated that they are
working on failsafe architectural extensions for one of their
mainstream product families, :

They perceive, and rigntly so, that all vendors will have to improve
tne reliatility of thelr general purpose computing products, IBM
nas not indicated any large interest in tne ‘HIGH AVAILABILITY”’
market outlined earlier in tnis document, |

|
IBM has expressed great interest in the Emerging market defined By
Office Automation and Personal Computers, Where IEM’s hardware and
software may not be up to standards at this time, they can be
expected to inmprove,

The ¢ar more urgent threat from IB¥ is their potential to do very
well {n the systems integration part of the game, Having always
peen a service oriented company, providine a security blanket, I3H
%ill invest heavily in being able to characterize the performance of
their gear. They will also offer comprehensive services to helo
ensyre that the expectations of the user are met (whether or not
that means re-setting the user’s expectations).

pigital is in for a major battle with IBM in the ermerging markets,
we have never been on more of a collision course with IE¥ in our
nistory. For this reason, we must be prepared to invest neavily 1in
the systems analysis, characterization, and service aspects,

The New wave
1. Stratus

stratus is a small startup company which has targeted the
general purpose transaction processinc market, They are using a
different architectural agproach than Tandem however, Stratus
i{s relying almost exclusivelv on hardware redundancy to orovide
continuous processing,
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2.

3.

In contrast to Tandem, who seem inclined to use custom logic for
their processinrg engines, Stratus is using standard
microprocessors in totally redundant conficurations (they are
using the Moterola 66000), '

Because of the low cost of the microprocessors, Stratus sees fit
toe place two microprocessors in each processing unit with
ccmoarators to check for consistent results, In the event of an
inconsistent result, failover takes place to & totally separate
processinag unit which also has dual microprocessors,

Bv using this aoproach, Stratus claims that invalid results will
never get through the system, Thus they perceive nc need for
recovery sottware of any kind. Their’s is a totally nardware
criented approach.

Contrast with Tandem or Digital’s future offerings, which are
combination hardware and software approaches.

This approach has great marketing apoceal, It is easy for the
customer to understand and easy to contrast with more complex
approaches. However, the chip level redundancy should be viexed
simply as an alternative way to implement error detection on e
poard, OJur poards miaght be as reliable as theirs, but we have a
more difficult time explaining how we do error detection, This
is unfortunate, because our error detection is probably nore
comprehensive (since they only check on microprocessor fajilurel.,

It will be interesting to see how well Stratus’ approach |1is
received in the market place, Also how well the hardware only
solution provides continuous processing. The approach warrants
watchiﬂg.

August Systems
August Systems is a small vendor targeting the HIGH

AVAILABILITY’ type of application outlined earlier in this
document, The “‘real time’ nature of these aoplications

"differentiate them £rom the more *data processing”’ oriented

applications which Tandem, Digital, and IBM are targeting, §

|
August Systems "Can”t Fall" system uses triple-redundant
microprocessor based logic, triplex process interfaces, and
peripherals that can be triplicated depending on applications
needs, |

Auaqust Systems is mentioned here so that we can watch how we;l
they perform in very high risk application segments. i

Intel

Stratus is dsinq the the M68000 microprocessor and is pbuilding a
multiprocessor architecture around {t,

Intel is in the process of introducine their 432 microprocessor
into the marketplace, Its first point of differentiation {s
that has a very high level, object oriented instruction set.
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Its second point of difterentiation {s that they have built the
multiprocessor camabilities into the arcnitecture,

Intel claims that the higher level, object oriented system will
reduce the incidence of software failure, They also claim that
the multiprocessor architecture will provide hardware fault
tolerance,

They 40 have an Achilles heel in the approach however, Their
mylticrocessor architecture uses shared memory with no
provisions for memory subsystem failure, They de not provide
automated methoeds to recover from component failures, Thevy
simply provide the right hooks to have many processors executine
from & common bank of memory.

where the high level, object oriented system mignt reduce the
incidence nf apolications software failure, it will Dbe
interesting to see if implementing high level functions in leogic
and microcode proves less susceptatle to system ‘software’
failures than implementing these functions in the operating
systen, Powerful toocls are available for debuoginc operating
system code today., Comparable tools are not yet available for
debugging microcode and logic,

The Intel 432 architecture is worth watching, It does not pose
an  immediate threat in the reliable computing space, It has
more potential to provide a wide performance range of high
level, object oriented processing engines, This range of
processing engines could be put together using Clustering
technigues to provide nighly reliaple computing systems. This
£its with Intel’s strategy to market the 432 almost exclusively
through OEM channels,
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CI Clusters

In 01FYS4 Digital will offer a Cluster Arcnitecture based on the CI,
This sectior will summarize the Key components ¢f the architecture,

1. Component Descriptions

l.

2.

Comouter Interconnect (CI)

The CI is a hignh speed (70 megabits/second), multidropped, short
distance (90 meter radius) intercornect designed to pass data
and control information armong intelligent computers,

The computers currently supocorting the CIl are as follows:
1. VAX=11/780

2. VAX=11/782

3., VAX=11/750

4, 2060

5, 2080 (JUPITER)

6. VENUS

7. HSC=50 (I/0C server)

The CI port interfaces themselves are intelligent, The CI port
interfaces have been designed to utilize the page tables and
virtyal addresses of the supported VAX systems, thus making bulk
data transfers very efficient. Reliable transmission is
guaranteed by protocols implemented in the port,

A dual path faeility bhas been built into the Cl port
architecture to orovide for redundancy. Under normal operating
conditions, the dual path facility can provide enhanced
performance,

1/0 Server (HSC=50)

The HSC=50 is an intelligent mass storage subsystem, When
integrated into a CI Cluster, the HSC=50 is utilized as a common
1/0 Server for all nost computers resicding within the (I
Cluster.

Each HSC=50 is counted as a node in a CI Cluster, The HSC=50 1is
a computer, one which has been optimized towards managinag the
£low of information between large mass storage devices and one
or more host computers,

The HSC=50 relieves ¢the host software of the burden of
performance optimization, disk personality, and error recovery.
The HSC=50 always presents “logically perfect’ volumes to the
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host computers, For sore acplications, the I/0 Server will also
maintain shadowed coplies of selected disk volumes, when both
shadow volumes are online, a performanrce benefit can be expected
since the system will access data €from bpoth volumes, An
additional access arm to the data i{s available,

Plans are in place to provide utilities to perform volume
backups from disk to tapce without host intervention,

A bank of volumes can be dyal rorted between a pair of HSC=50s.
The HSC=50s can share the 1I/0 processing load (static dual
porting only), 1If one HSC=50 in the pair should £fail, the
surviving unit c¢an automaticallly restore service for volumes
previously owned by the ¢failed HSC=50, This failever takesév
place without loss of outstanding I/0 requestsS. .4 hest.

of

The HSC=50 is a special purpose computer optimized for servicing
1/0 from large mass storage devices, General purpose computers
with traditional mass storage interfaces are inherently 1less
efficient at tnis task,

3, System Communications Architecture (SCA)

The SCA is a laver of software which implements the -eguivalent
of network functionality between computers within a Cluster, To

understand the difference petween SCA and DNA we must ¢£irst

study the major differences between a Network and a Cluster,

1. Networks are usually aeographically dispersed (although this
i{is not necessary).

The computers within a Cluster are usually co-located within
the same facility. This is true since the primary
motivations ocehind implementing Clusters are to provige
larger capacity computer systems and to provide redundancy
within a computer system,

2. Nodes within a Network are usually controlled and operated
py several different organizations within a business entity.

Computers within a Cluster are usually controlled and
operated by the same organization witnin a business entity.

3, To access a Data Base on a remote node within a network, the
requesting node must be given positive authorization by the
serving node., It has been said that nodes within a network
are ‘mutually suspicious”’

Data BasesS and other resources are considered to bpe shared
equally ameng all computers within a Cluster, Wnen an
additional computer is added to a Cluster, it is considered
to be equal ovartner sharing all resources with the other
computers in the Cluster. The computers in a Cluster are
*mutually benevolent”’,
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4.

4. ﬁitn current communications technology, routing technigues
provide more flexible and lower cost network torclogies,

Communicatiens technoclogies used tc implement Clusters allow
for full multidroo topolocies, There is no need for routing
functionality witnin Clusters,

5, Communications across networks primarily takes olace between
cooperating apolication processes. The system utilizes the
network primarily to provide resource sharing functions.

Communications within a (Cluster ¢takes place primarily
petween the member computer systems, Large data transfers
wetween nosts and servers and resource contention control
messages between cooperating hosts comprise the bulk cf the
traffic across the Cluster link. Of 1lesser magnitude are
messages betwmen cocoperating processes on separate computers
within the cluster,

The System Communications Architecture (SCA) was developed %o
provide for nichly efficient data flow between computers within
a Cluster., The SCA provides the backbone transport mechanism
for all other cluster software, The efficiency provided bv SCA
is necessary to transform a group of independent computers into
a cluster, {

3
i
4

Mass Storage Control Protocol (MSCP)

A MSCP nas peen devised to allow for flexible connection of new
mass Storage devices to computer systems, with the advent af
intelligent disk controllers such as the UDA2 and the HSC-50, (Lt
is now possible to implement disk drivers which can Bbe
insensitive to changes in tne characteristics of the drives
themselves, and also insensitive to changes in the transpor
mechanism from drive to computer memory. ?

These new drivers are called Class Drivers, These Class Driveﬁs
implement the “master” side of the MSCP, The intelligent
controllers implement the “server’ or “slave’ side of the MSCP,

Operating systems can support new disk technologdy in a more
timely fashion by using this class driver scheme, In addition,
new transport mechanisms, such as the CI architecture, can be
more easily leveraged.

1f a new interconnect is introduced it is now possible to
support by simply writing a port driver interface to the new
interconnect, If a new controller s introduced it 1is now
supportable py simply «riting the rgslave’ side of the MSCP in
the naw controller,

Because every ‘master’ reaguest must be positively acknowedged by
a ’slave’ w€hen using ¥SCP, it 1s possiple to cleanly implement
device and contreller failover in the system, I/0 requests are
never 1lost and can be retried in the reconfigured system in the
event of a failure, :
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The ’slave’” or “‘server’ side of the MSCP has alsc been
implemented on VAX/VMS, This allows current VAX systems with
local mass storage to be cleanly integrated into CI Clusters
with no loss of user investment, Each VAX system with local
mass storage can act as a server thus making its storage
transparently available to other VAX systems within the Cluster,

Distributed Lock Manaqger

The Distributed Lock Manager allows VAX/VMS to i{mplement a true
shared ¢file system across a Cluster, The Lock Manager 1is
resident on each VAX system within the cluster,

an application process wishing to access a particular record
within the shared data base of the Cluster makes a record lock
request to the Distributed Lock Manager, Once the lock reguest
has been granted, no other application process on that computer
or any other computer within the cluster can secure a lock on
that particular record.,

The distributed implementation of the lock manager (and the disk
ACPsS) ensures that there is no single resocurce allocation
bottleneck within the Cluster, Tradeotfs have been made in the
lock manager to optimize £for normal operations rather than
¢ailure recovery., The minimum amount of interprocessor
information is passed during normal operations, Enocugh
information is passed to allow surviving computers in a cluster
to derive tnhe locx information of a failed computer, The
survivina computers can then release locks held by applications
which were executing on the failed computer,

Common Journalling Facility (CJF)

The CJF provides a series of system services which alloew any
Data Base Management System to create and maintain journals of
data base activity.

The CJF facilitates the creation of Before Image Journals which
could allow data bases to be “‘rolled back’ to some Known,
consistent state,

The CJF facilitates the creation of After Image Journals which
could be applied to Backup coples of the data base, This allows
for ‘roll forward’ reconstruction of data bases destroyed ry
nardware failure or corrupted by software failure,

The CJF also allows for applications to maintain user defined
audit trails of data base or other system activity.

The CJF allows for any number of Data Base Managers to share the
same Jjournal volumes, These Jjournal volumes are normally
magnetic tape, but can alsoc be disk volumes,

The participating Data Base Management Systems are responsible
for providing the utilities which acply journalled data in ‘roll
pback’ or °’roll forward” recovery situations, These utilities
are currently being written for RMS and DBMS,
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Recovery uUnits

The Recovery Units facility allow Data BRase Management Systems
to dynamicly maintalin the consistency of their data bases in the
face of transactison, or system fajilure,

The Recovery Units facility orovides two simole calls which
allow applications to0 protect themselves from data corruption.
The first call, normally invoked when the data base {s 1in a
Known, consistent state, c¢reates a recovery unit, Once 3
recovery unit has been created, the system is directed to secure
(normally on disk) “‘before image’ copies of data pase records
atfected by the transaction., The second call, normally invoked
when the transaction has been completed and the data base IS
once again in a consistent state, purges tnhe recovery unit,

If the transaction or system should fail while the recovery unit
is open, the system will ‘roll back’ the effects of tne
transaction, thus bringing the data base to the consistent state
which existed at the beginning of the recovery unit, At that
point, the transaction can be retried,

In the case of an application failure or aborted transaction,
the VAX system on which the transactien was running will do the
*roll back’. In the case of a system fajilure, the surviving
systems within the Cluster will “roll back’ all active recovery
units opened by the falled system,

Checkpointing Facility

A Checkpointing Facility {s being provided to allow applications
with a ecritical investrment In processing tc protect that
investment. This is useful in two scenarics, The first is the
application which runs a single monelithic job for long periods
of time (usually pours), This type of apolication is typical in
engineering and simulation applications. The second type is the
application which requires that transactions be automatically
retried (in the event of a failure) without additional operatsr
interaction., In both cases the implementation is the same,

The application cefines a checkpoint, usually at some consistent
point 4in its execution. 1In the ‘retry transaction” case, the
checkpoint should be done immediately after all transaction
inputs have been received, At the time o0f the checkpoint, the
system secures all altered pages, in the virtual address space
of the process, to a checkpoint file. The application can then
resume processing for some amount of time, 1In the event of 2
tailure, which <causes the application to abort, the system can
reinitiate the apolication from the point of the last defined
checkpoint by reconstructing the state of the process from the
checkpoint file., Because the checkpoint was secured to disk,
the application <could conceivably be brought up on a different
processor within the Cluster (given that the new processor 1is
the same type as the original processor = for examcle 780 => 780
Je
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The checkpoint facility, in many cases is combined with the
Recovery Units facility. In this case, the recovery unit is
*rolled back’ before the application s reinitiated ¢from the
checkpoint., The system will ensure that Recovery Units and
Checkpoints are declared in a logical fashion when they are used
in unison,

9, Ulysses Cemmunications Switch

In previous sections the benefits of a Cluster were broken into
to major categories, The first being the ability to add
incremental processing capacity due, in most part, to the shared
data base, The second benefit is the ability to provide ’spare’
processing capacity with automatic failover to surviving units.

In order to fully realize the above penefits, there must be 2
facility to automatically switch terminals and communications
lines from one computer within the cluster to another, To meet
this recuirement the Ulysses communications switch is peing
used,

There are two major points of differentiation £or the Ulysses
switch vemsus other similar switches, The £irst is the apilicy
to concentrate lines and ports near their points of origin an¢
use single niah speed lines to the switch itself, The second
point is that the switch is controlled oprimarily by software
resident in the host computers within the cluster, «ith the
flexibility of host contrel, some crude 1load leveling can bpe
implemented.,

The Ulysses switech can be configured in a £fully redundant
fashion.

Further detail on the Ulysses switch will be made availaple at a
later time,

Possible Extensions

The Cluster Architecture could gain more flexipility by implementing
Disk Velume Snadowing on disks directly connected to the host
computers (tnrough the UDA). This would allow for Clusters with a
lower entry oprice, Currently Disk Volume Shadowing is available
only on the HSC=50 1/0 Server, thus reguiring inclusion of an HSC~50
in order to provide the highest levels of data integrity.

The ability to perform Disk Volume Shadowing is also 3 carability
useful ocutside the realm of Clustered Systems, Many single computer
applications have stringent requirements for protection of data., 1In
many cases, l10ss of the computing service is not critical, but loss
of data can be a disaster, In these cases, providing Disk Volume
Shadowing exclusive of the Cluster Architecture and the HSC=50 I/0
Server would be desiratle,

The Future
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Tre CI Cluster Architecture nas suoplied Digital with some very
significant benefits, They are:

i. The ability to crovide survivable systems through extensiens to
the mainstream VAX family. ,

2. A hedce for high end systems. Except in the case where a very
powerful compute engine is neecded for monolithic compute jobs,
the Cluster Architecture will allow us to cleanly increase the
capacity of multi-user systems while protectinc the user”s
current investment, This allows us to “do the right thing’ with
technology at the high end by relieving the pressure to rush the
next high end engine out tne door.

3, The software tecnnologies employed have solved some ot the
crucial proolems assoclated with distributed data bases, :

Because 0f the above general benefits, we should commit to providing
similar capabilities on future members of the VAX tamily (and
peyond?), . §

In the near future, this means initiating projects to provide °CI
like” capabilities on SCORP10 and NAUTILUS.
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Related Products

The technolcgies explored and implemented in the Cl Cluster Program are
significant, The following orograms have potential to enhance the
Cluster Architecture. These programs can also leverage the experience
we have gained in tne design and iamplementation of Cl Clusters,

1, Local Area Networxs (NI)

It is possible to ©provide lower cost (pernaps 1less functionall
clusters by substituting CI with NI, We should be able to properly
eharacterize the potential of this acproach.

As we move towards more modular systems in the future it will be
difficult to protect our uyser’s investment with two similar
interconnects, Communications technology might allow us to produce
a Local Area network interconnect which approaches the speed of the
Cl. 1If this occurs, will there bPbe a need for two Sseparate
{nterconnects with diftferent sets of servers for both?

2, Personal Computers

There is a requirement (if we intend to bulld *systems’ defined by
personal computers and LANs) to provide for transparent data base
access between Personal Computers, Servers, Networks, and general
purpoese computers, ' :

It would be desiracle to extend the Mass Storage Control Protocol,
Distributed Lock Manager, and related data base software, developed
as part of the CI Cluster project to our Personal Computer Clusters,
This may not be feasible until a 32 bit engine is available for our
personal computers, Could we limit the scope encugh to solve the
problem with tne 16 bit engine of today? Some of the research and
prototyoce efforts for smart caches, distributed forms, and
distributed editors may be applicable here,

3, Data Base Management

The shared data base produced for CI Clusters has attacked many of
the classic problems of the distributed data base, Is
communications speed the only gating factor preventing us from
naving similar shared data bases across Networks? Pernaps the
security issues are a major obstacle,

True DATA BASE MACHINES (as constrasted «#ith I/0 and File ServerS)
should be considered carefully,

4, VAX Information Arcnitectuyre

Tne Common Journalling Facility, Distributed Lock Manager, Recovery
Units, and Checkpeinting Facility provide a much more sclid base for
the VAX Information Architecture than exists today, We must ensure
that the nigher level components of VIA take £ull advantage of these
powerful new capabilities.
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In addition, the pplication Contrecl Management System (ACMS) and
the Transaction Processina Development System (TPDS), formally
called TPSS, provide the nignest layers of VIA, The nhigh level
Application Control facilities provided py ACMS should make QOffice
applications much easier to conceive and implement, In addition
there 1is potential for ACMS to make the Cluster System Architecture
more powerful by oroviding load balancing or job partitioning
tunctions. We should move agressively towards integrating these
products cleanly into the Cluster System Architecture,
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Impact of new Technology

VLS1

The obvious impact of VLSI is that it should provide better price
cerformance in computers, servers, and comrmunications vorts, There
will alse be a trené towards putting higher level ¢unctions inte the
logic of the processors themselves, An example of this is the Intel
432 discussed briefly earlier in this document,

while striving for more reliable systems, the initial concentration
nas been on making the hardware more reliable, Very little
practical work nas been done to make software (or logic) more
reliable, Hard failures are much easier to recover from tnan scft
(or semi=socft) errors. There are some interesting theories in the
area of software fault tolerance however,

It may be possible {n the future to imolement the higher level logic
of a processor several different ways on a chir (since si{licon area
will not be at a premium), By applying success criterion to the
cperations, and providing facilities to back out nen=successful
operations, several different algorithms could be tried, Peter Lee
of Digital’s Advanced Syster’s Research Group is our resident expert
in tnis area of concern,

The Server Architecture

As we move cleser to sSystem architectures comprised solely of
personal computers and a complement of servers, we must successfully
deal with tne transition from the traditional ‘“host computer”’
architecture of the past, There i{s a tremendous desire to produce
and deliver these new ‘systems’ today, but our investments in new
processors (the ones with active, funded projects today) are
considered more as follow ons to our traditional lines of computers.
Thys, the transition from traditional computing to the new Server
Architecture becomes more difficult since we tend to lock our
customers into the follow on traditional computers,

Cne way to deal with this vproblem is to ensure that the
intercennects for our traditioenal system Clusters and the
interconnects for our Server Architecture ‘systems’ converge, In
this way, tne two aoproaches can more closely comrplement one
another. Additionallv, we might start looking at future traditionral
processors as servers (even if they are considered high performance
compute servers).

Servers will expected to be very hiachly reliable nodes witnin the
new system architecture, Perhaps chip or modular level redundancy
(ala the Stratus apecroach) should be studied for these critical
components,

Commuynications
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Commuyniations technology, particularly satellite, may allew us to
cleanly migrate our Cluster Architecture <functiorality to more
geographically dispersed topologies (Tandem is heading Iin this
direction), Wwhat are the security implications? Encryption of
satellite is propaply a must,
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Issues

The CI Clusters Architecture is a significant milestone in Digital’s
engineering nistory. Although the initial cesign center for the progranr
was the ‘HIGH AVIALABILITY® space, the program nas provided
contriputions in other areas, The program has been in place for scme
time now, and products are due to be delivered in Q1FY84. The following
is a 1list of 4issues which need to be acdressed to ensure that the
program i{s successful in the marketplace and tc ensure that we are able
te leverage technological advances produced by the CI Cluster Progranm {n
other strategic orograms within Digital,

1., Product Introduction and Promotion

It is well understood what products will be delivered in QiFY84,
The introduction and promotion ot this program should have very high
priority. e cannot miss the opportunity toc leverage the technical
innovation produced by the CI Cluster Program, The Cl Cluster
Program and product announcements schedulea for Q2FY83 and Q1FYB4
should be treated ir a fashion comparable to the Ethernet program
announcement and other VAX family announcements of recent years,

suggested action: Firm bydgets for program and product
annouyncements,

2, System Characterization

It is vitally important that we be able to preperly characterize the
performance of Cl Clusters, The recent tormation of a Systemnms
oriented group within 32 bit engineering is a step in <the right
directien, The current level of funding for this group will ensure
that the VAX=11/780 is thoroughly tested, Some additional
maintainavility tools will also be produced, ;

More committment should be made te testing VAX=11/750
configurations. '

Committments should be made to include measurements of CI Clusters
i{in all applicable performance studies within Digital.

Suggested action: Additional emphasis on Systems testing within our
engineering organization,

3, Services
In order to ensure a smooth introduction of the €CI Cluster Program
into the marketplace, our Hardware and Software services
organizations must have programs tailored to this new architecture,
These proarams should include:

1. Remedial Software Support
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2. Hardware field service support complementary to that provided on
current single system offerings, It must be clarified how
programs like the “Guaranteed Uptime program” will relate to
Clusters.

3., Consulting Service otferings to allow customers to take full
advantage of both the performance and redundancy benefits of the
Cluster Architecture, Clusters will be more difficult to tune
than the single computer systems we are selling today. These
consulting services must be in place to ensure that the initial
customers for CI Clusters are successful,

Service offerings should .ne the delivery mechanisr for the knowledge
we acquire in our “systems croup’ within engineering,

suggested action: Continued interactiorn with tne appropriate
service organizations. @

Interconnects

The Cluster Architecture is built around the CI today. This 1s a
good match. It is possible however, that the N1 could also provide
a reduced level of functionality within the Cluster Architecture,
This opportunity should be explored, i

|
we rust now start thinking of a second generation of interconnects
to provide follow ons tec Dboth the CI and NI, I1f the programs
converged it might be easjer to provide servers for a wider range of
applicaticn needs, It might alse be easier to protect our user’s
investment in eacuipment over time. 1f the programs do not converge
it 1is wpossible that we will have a oDproblenm similar to the
UNIBUS/QOBUS on EDP=-its.,

Suggested action? Inclﬁsion of NI into the Cluster Architecture,
Research into 2 second generation of interconnects,

The new ‘system”’

It will be necessary to extend functionality now provided enly
within the context of the CI Cluster Architecture to the new
*system’ defined by personal computers and local area networks, How
mych can we leverage experience gained in the development of the CI
Cluster Architecture?

suggested action: Formation of a new ‘systems’ group.
Communications switching

Although the Ulysses communications switeh provides a flexible
solution to most switching problems, |t doesn’t cover all the
problems, :

There are no pians to fallover DECNET links for example..
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Lower priced Clustered systems may need less ageneralized, lower cost
communications switehing.

Suggested action: Study alternatives to Ulysses for lower priced
systems.
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The Challenge

Multi-computer systems, including those comprised of Personal Computers.
are beceming more prevalent in the marketplace, lncreased requirements
for reliapility are just cne of the reasons for this trend, vwe c¢can no
lenger coencentrate solely on engineering, manufacturing, selling, and
servicing single computer systems,

In the future, there will be less differentiation between the hardware
and software of various computer vendors., Today’s innovation will be 2
commodity tomorrow. Producing guality nardware and software will always
pe 4importart, bput we <¢an no longer survive in the emerging markets
simply by producing the best hardware and scfLware,

The CI Cluster Program provides Digital with opportunity to gain
valuable experience in the multi-computer space.

Wwe must set up a structure which allows us to become a leader in tne
systems intecration business, The vendor who is capable of properly
characterizing, installing, and servicing their multi=computer systeqs
will likely pe the vendor of choice. ;

The CI Cluster Architecture provides significant technical innovatian
for Digital. we should not lose sales based on the functionality of the
CI Cluster. MNeither should we expect to win sales pased solely on the
functionality of the CI Cluster. Systems analysis and  servic®
capabilities tuned to the CI Cluster mardware and software will be of
great importance, :
The Challenge over the next year will be to ensure that we set up ‘2
structure to allow us fully leverage the Cluster Architecture, CI
Ciusters will be <the first conmplete multi=-computer systems Digital
delivers to the market, This will allow us to gain valuable experience
in the installation and servicing of multi=computer systems, This
expertise will be necessary to survive in the newly emerging computing
markets.,
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